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Closed and Open World

Assumed scenes

……

Real-world scenes
Self-Driving Vehicle

Authorized Users

Face Recognition System

Illegal Users

Dog Lion Tiger

Searching Engine



Incremental Learning

▪ Incremental Learning: continually adjust the model with new data

van de Ven, Tuytelaars, Tolias. Three types of incremental learning. NMI 2022.



Class-Incremental Learning

▪Class-Incremental Learning：enable the model to tackle new classes 
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Finetune the current model with 
new classes?



How to expand capacity without forgetting?

▪ In incremental learning, we want
▪Expand model’s recognition ability  for new classes
▪Resist catastrophic forgetting on old classes

 Parameter regularization [Kirkpatrick et al. 
PNAS’17] [Friedemann et al. ICML'17]

min
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 Knowledge distillation [Li et al. TPAMI’17]
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Align

Model cannot balance between 
old and new classes



How to expand capacity without forgetting?

 Save limited instances to replicate old model’s 
capability [Rebuffi et al. CVPR’17]

min
𝜃𝜃𝑛𝑛𝑛𝑛𝑛𝑛
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 Lightweight rectification [Wu et al. CVPR’19] [Zhao et 
al. CVPR’20]

Task 1 Task 2

Old Model New Model

Align
Test set 2

Exemplar set



Direct reuse of feature representation

 Save model and concatenate features
[Yan et al. CVPR’21] [Wang et al. ECCV’22]

𝑓𝑓 𝑥𝑥 = 𝑊𝑊⊤Concat[𝜙𝜙1 𝑥𝑥 , 𝜙𝜙2 𝑥𝑥 , …𝜙𝜙𝑏𝑏 𝑥𝑥 ]

Save and freeze old model, only train 
new model. 

Calibrate among multiple models via 
exemplar set.

Task 3Task 2Task 1

Exemplar set：2000 instances

Model 1 Model 2 Model 3



Compatibility among Models

Old Model New Model

Model updating

New Data

Are they “Compatible”?

It requires desirable compatibility for a model from closed world to open world



Two Kinds of Compatible

Backward Compatible Forward Compatible



“Backward” Compatible

Old Model New Model

Backward
Compatible

Backward Compatible
▪Make modifications (like 
puting a patch ) on the 
current model to maintain 
old class performance

▪ Backward compatible with full
model reuse/updates (ECCV 2022)

▪ Backward compatible with partial
model updates (ICLR 2023)

▪ Backward compatible  with few
updates (CoRR 2023)



Incremental model boosting

 Save model and concatenate features 
[Yan et al. CVPR’21] [Wang et al. ECCV’22]

Task 1 Task 2

Old Model New Model 

Test set 2

Wang, Zhou, Ye, Zhan. FOSTER: Feature Boosting and Compression for Class-Incremental Learning. ECCV  2022.

Target



Full Model Reuse for Backward Compatible

▪Feature expansion CNN (freeze)

CNN (new)

F
C

F
C

▪Feature compression

Original space Expanded space

Compressed space Compressed model

FC
Distillation

Update

CNN (freeze)

FC

FC

CNN (new)

Tensor Product  
𝒘𝒘



Empirical evaluations

▪ FOSTER outperforms DER (which requires saving all historical 
backbones) even only using a single backbone



Challenges in feature reuse
BP

2000 exemplars BP * NModel-based method

Exemplar-based method
Current comparison protocol

2000 exemplars

BP

2000 exemplars BP * NReplay-based method

Exemplar-based method 2000 exemplars 𝜟𝜟 exemplars

Fair protocol

How to assign memory budget for data and model to better reuse representations 
given the same total budget?

ResNet32 603 CIFAR images ResNet18 297 ImageNet images

Unfair



Partial model reuse for Backward Compatible

▪How to assign memory budget for data and model to better reuse representations 
given the same total budget?

Zhou, Wang, Ye, Zhan. A Model or 603 Exemplars: Towards Memory-Efficient Class-Incremental Learning. ICLR 2023.



Empirical evaluations

▪ When sharing shallow features, deep features 
learn task-specific representations

▪ When concatenating deep features of different 
tasks, we obtain representations for all tasks

▪ When all algorithms are aligned to the same 
memory cost, our method improves the 
performance for free



Backward compatible with few updates

 The target of CIL is to obtain feature presentation for all tasks and resist forgetting
 Comparing to training from scratch, PTMs are born with generalizable features 

Zhou, Ye, Zhan, Liu. Revisiting Class-Incremental Learning with Pre-Trained Models: Generalizability and Adaptivity are All You Need. CoRR 2023.

Prototypical classifier 
with PTM beats SOTA

Do PTMs need incremental learning?

What can PTMs bring to feature reuse?

“Training from scratch”“Training from PTM”



Backward compatible with few updates

Is （PTM + Prototypical Classifier）enough 
for any incremental learning task?

New class ACC Old class ACC

First stage: model adaptation and 
merge
Latter stages: prototypical classifier

How to combine PTM and adapted model’s advantages?

No! Adapting the model with downstream task 
can further enhance model’s performance



Backward compatible with few updates

▪ Outperforms SOTA on 7 benchmark datasets and various settings

▪ Show substantial improvement on various pre-trained backbones



Forward Compatible

Old model New model

Forward 
Compatible

▪Forward compatible
▪Reserve interface for future possible 
characteristics during the current 
training process

API V0 API V1 API V2 Current API

Reserve
Interface

Access 
Interface

New functions



Reserve embedding space for new classes

Reserved

Reserved

Traditional training Forward compatible training

Reserved

Zhou, Wang, Ye, Ma, Pu, Zhan. Forward compatible few-shot class-incremental learning. CVPR 2022



Forward compatible for few-shot CIL
▪Core idea: reserve embedding space for new classes

Known class

Virtual class

Embedding space

Probability space

ℒ1 ℒ2

Known class instance is nearest to its corresponding 
class center, second nearest to a virtual class center

Objective on known classes Objective on virtual classes

ℒ3

ℒ4

Virtual instance is nearest
to its corresponding class
center, second nearest to
a known class center



Empirical evaluations

▪ On CUB200 (100 base classes, 10-way-5-
shot setting), FACT outperforms SOTA by 
4.5%

▪ Reserved embedding space (dark) helps 
the learning of new classes



Forward compatible for few-shot CIL

Zhou, Ye, Ma, Xie, Pu, Zhan. Few-Shot Class-Incremental Learning by Sampling Multi-Phase Tasks.  TPAMI 2023.

▪Sample few-shot CIL meta-tasks
Sample fake FSCIL tasks

𝒮𝒮1
Fake FSCIL task 1

Base task training set 𝒟𝒟0

𝒮𝒮2

𝒬𝒬1 𝒬𝒬2

Divide label space
Base task label space Y0

Fake FSCIL task 1

Fake FSCIL task 2

�Y0 �Y1 �Y2

�Y0 �Y1 �Y2

Sample



Forward compatible for few-shot CIL

▪Train calibration module via meta-learning
▪Learn to calibrate among old and new classes

CNN

Meta-calibration module

Classifier

Prototype

Testing instance

Testing embedding

Calibrated embedding

Logits



Empirical evaluations

▪ Calibration module helps obtain instance-specific 
embedding and adapt the logits, which rectifies the 
wrong predictions of the model

▪ Since new classes are limited, model tends to predict 
new classes into seen classes, the calibration module 
can improve new class performance adaptively



Applications of compatibility

Bird Fish Dog

Balancing old and new classes in 
imbalanced/FSL via classifier calibration

Bird Fish Dog New

Setting threshold for long-tailed learning Few-shot learning

Base task

Training set 1 Training set 2
Mimic new task

Related task



Summary

Parameter regularization [Kirkpatrick et al. PNAS’17]

Parameter importance differs from task to 
task, even being contradictory

Knowledge distillation [Li et al. TPAMI’17]

Regularize performs on new tasks,
Shift the burden from old model to new model

Feature concatenation [Yan et al. CVPR’21]

Model’s memory cost increasers 
as task number evolves

Using Transformer [Douillard et al. CVPR’22] 

Tackles catastrophic forgetting
Rely on PTM or specific network structure

Incremental Learning
▪ Making modifications 

among models compatible

Forward 
compatible

Backward 
compatible

Thanks

Old model New model



Class Incremental Learning Toolbox

Da-Wei Zhou, Fu-Yun Wang, Han-Jia Ye, De-Chuan Zhan. PyCIL: A Python Toolbox for Class-Incremental Learning. SCIENCE CHINA Information Sciences 2023.
Da-Wei Zhou, Qi-Wei Wang, Zhi-Hong Qi, Han-Jia Ye, De-Chuan Zhan, Ziwei Liu. Deep class-incremental learning: A survey. CoRR 2023.

https://github.com/G-U-N/PyCIL

CIFAR-100 Reproduced

https://github.com/G-U-N/PyCIL


Pre-trained Continual Learning Toolbox

Hai-Long Sun, Da-Wei Zhou, Han-Jia Ye, De-Chuan Zhan. PILOT: A Pre-Trained Model-Based Continual Learning Toolbox. CoRR 2023.

https://github.com/sun-hailong/LAMDA-PILOT

CIFAR-100 Reproduced

https://github.com/sun-hailong/LAMDA-PILOT
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