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Catastrophic Forgetting
The primary challenge in CL

©Jay Wu, NUS 4Image Credit to Luis Herranz’s blog

http://www.lherranz.org/2018/08/21/rotating-networks-to-prevent-catastrophic-forgetting/


Catastrophic Forgetting
Standard solutions
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Kirkpatrick et al. "Overcoming catastrophic forgetting in neural networks." PNAS 2017.
Rebuffi et al. "icarl: Incremental classifier and representation learning." CVPR 2017.

Episodic 
memory

adapted from [Rebuffi et al., 2017]

replay

Replay-based method
● explicitly retrain on a limited subset of stored 

samples while training on new data
● effective in complex real-world tasks

[Kirkpatrick et al., 2017]

Regularization-based method
● consolidate prior knowledge when learning on 

new data using an extra regularization term
● would fail when task boundary is blur



Real-world Continual Learning
Complex data & tasks
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Image source: Towards Data Science

https://towardsdatascience.com/object-detection-using-deep-learning-approaches-an-end-to-end-theoretical-perspective-4ca27eee8a9a


Real-world Continual Learning
Constrained computation & annotation
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Offline Learning
Online Learning



Real-world Continual Learning
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? ? ?

Prior setting [Wang et al., 2021]



Label-Efficient Online Continual Object Detection
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Complementary Learning System (CLS)
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How does human brain learn?

Complementary Learning System 
(adapted from [Kumaran et al., 2016])

Neocortex

Connections within and 
among neocortical areas
support gradual acquisition of 
structured knowledge

Bidirectional connections link 
neocortical representations to 
hippocampus for storage, 
retrieval, and replay

Hippocampus

Rapid learning in the 
hippocampus supports 
initial learning of arbitrary 
new information

Kumaran et al. "What learning systems do intelligent agents need? Complementary learning 
systems theory updated." Trends in cognitive sciences 2016.
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Efficient-CLS
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A plug-and-play module inspired by CLS

Wu et al. "Label-efficient online continual object detection in streaming video." ICCV 2023.



Efficient-CLS
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A plug-and-play module inspired by CLS

Fast Learner: quickly encodes new knowledge from current data stream 
and then consolidate it to the slow learner
Slow Learner: accumulates the acquired knowledge from fast learner over 
time and guides the fast learner with meaningful pseudo labels

Hippocampus

Neocortex

Wu et al. "Label-efficient online continual object detection in streaming video." ICCV 2023.



Efficient-CLS
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SOTA performance with minimal annotation cost and forgetting

compatible with 
existing CL methods

outperform SOTA with only 
25% annotation cost

Wu et al. "Label-efficient online continual object detection in streaming video." ICCV 2023.



Efficient-CLS
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Consistent improvement over all annotation costs

OAK

EgoObjects 

Wu et al. "Label-efficient online continual object detection in streaming video." ICCV 2023.



Efficient-CLS
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Reduced forgetting even when class appears infrequently

Wu et al. "Label-efficient online continual object detection in streaming video." ICCV 2023.



Efficient-CLS
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Ablation on proposed components 

● EMA effectively consolidates knowledge and avoid forgetting. 
● Naive pseudo-labeling can improve AP, but fails to prevent forgetting.
● Pseudo-labeling + EMA achieves best results with minimal forgetting.

Wu et al. "Label-efficient online continual object detection in streaming video." ICCV 2023.



Real-world Continual Learning
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Visual question answering (VQA)

Antol et al. "Vqa: Visual question answering." ICCV 2015.

Source: [Antol et al., 2015]



Continual Learning for VQA
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Scene-incremental scenario



Continual Learning for VQA
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Function-incremental scenario



Continual Learning for VQA

©Jay Wu, NUS 20

CL for classification vs. CL for VQA

• one modality (vision)
• one function (classification)
• focus on catastrophic forgetting and 

interference in representation

• multi-modality (V + L)
• multiple functions (object 

recognition, attribute recognition, 
logic reasoning)

• focus on catastrophic forgetting in 
representation & reasoning



CLOVE
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A benchmark for Continual Learning On Visual quEstion answering

Lei et al. "Symbolic replay: Scene graph as prompt for continual learning on vqa task." AAAI 2023.



CLOVE
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Data construction for CLOVE-Scene

scene classification

scene-specific QA selection smooth answer distribution

Lei et al. "Symbolic replay: Scene graph as prompt for continual learning on vqa task." AAAI 2023.



Smooth answer distribution

CLOVE
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Data construction for CLOVE-Function

Function assignment given the rules

Lei et al. "Symbolic replay: Scene graph as prompt for continual learning on vqa task." AAAI 2023.



CLOVE
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QA examples

Lei et al. "Symbolic replay: Scene graph as prompt for continual learning on vqa task." AAAI 2023.



Scene Graph as Prompt for symbolic replay
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Image replay vs. scene graph replay

Image
Generation

Model

+  correlated QA 

Replay Image + Q + A

Other module

Language
Model

correlated QA 

Replay Scene Graph + Q + A

Lei et al. "Symbolic replay: Scene graph as prompt for continual learning on vqa task." AAAI 2023.



Scene Graph as Prompt for symbolic replay

©Jay Wu, NUS 26

Overall framework

Lei et al. "Symbolic replay: Scene graph as prompt for continual learning on vqa task." AAAI 2023.
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Overall framework

Lei et al. "Symbolic replay: Scene graph as prompt for continual learning on vqa task." AAAI 2023.
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Overall framework

Lei et al. "Symbolic replay: Scene graph as prompt for continual learning on vqa task." AAAI 2023.



Scene Graph as Prompt for symbolic replay
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Symbolic Replay Model

Lei et al. "Symbolic replay: Scene graph as prompt for continual learning on vqa task." AAAI 2023.



Scene Graph as Prompt for symbolic replay
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Unified VQA Transformer (UniVQA) 

Lei et al. "Symbolic replay: Scene graph as prompt for continual learning on vqa task." AAAI 2023.



Scene Graph as Prompt for symbolic replay
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Unified VQA Transformer (UniVQA) 

• SGP outperforms other real-data-free CL methods
• SGP is on par with real-data replay under CLOVE-function
• CLOVE is challenging

Lei et al. "Symbolic replay: Scene graph as prompt for continual learning on vqa task." AAAI 2023.



Scene Graph as Prompt for symbolic replay
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Ablation study

• Replay scene graph can prevent forgetting of past knowledge (#1 and #2)
• Using better prompts is promising (#2 and #3)

Lei et al. "Symbolic replay: Scene graph as prompt for continual learning on vqa task." AAAI 2023.



Scene Graph as Prompt for symbolic replay
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SGP is label-efficient and memory-efficient

Lei et al. "Symbolic replay: Scene graph as prompt for continual learning on vqa task." AAAI 2023.

40x

100x



Scene Graph as Prompt for symbolic replay
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# generated SG

Lei et al. "Symbolic replay: Scene graph as prompt for continual learning on vqa task." AAAI 2023.



Takeaways
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Label efficiency
● LEOCOD: a new, challenging and important setting for real-world applications 
● Efficient-CLS: a plug-and-play module that learns efficiently and effectively with 

less supervision and minimal forgetting

Memory efficiency
● CLOVE benchmark for continual learning in VQA
● Scene Graph as Prompt, a real-data-free replayed CL method

35

Wu et al. "Label-efficient online continual object detection in streaming video." ICCV 2023.
Lei et al. "Symbolic replay: Scene graph as prompt for continual learning on vqa task." AAAI 2023.
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